SP Infrastructure Security
Survey & Attack Classification

Danny McPherson danny@arbor.net & Ray Hunt ray.hunt@canterbury.ac.nz

Apricot 2006 - Perth, Australia



Goals

« Given time constraints, focus will be given to
providing details of a few popular techniques,
rather than providing overly terse information on
many techniques — full slide deck provides
considerably more detail

* Nothing new or especially exciting here, just
information on how some techniques service
providers are using to protect their customers
and their own infrastructure
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Agenda

3 Discrete Planes

DDOS Traceback Techniques
DDOS Mitigation Techniques

Infrastructure Security Survey
IMS Data - If time permits
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Internet Address Spaces

* Bogon:
— Regional Internet Registries
* RIPE NCC, APNIC, ARIN, LACNIC, AFNIC?

— RFC 1918/Reserved
— Unallocated — IANA or an RIR

* Dark Address Space — Allocated and
advertised but unused/not sub-allocated

* Active Address Space — In Use

Apricot 2006 - Perth, Australia



Three Discrete Planes

 Management Plane
— SNMP, Telnet, Out of Band Access, Etc..

 Control Plane

— Routing & Signaling Protocols; BGP,
OSPF/IS-IS, LDP, Etc..

« Data Plane
— Packet forwarding functions
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Management Plane
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Management Plane

* Device Access & Management Functions

 Protocols include:

— Telnet
— SSH
— SNMP

* Also consider console & OOBA, efc..
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Control Plane
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Control Plane

Inter-domain routing in the Internet: BGP
Interior Routing: 1S-IS, OSPF, EIGRP, RIP
MPLS: LDP & RSVP-TE

Multicast: PIM SSM, MSDP, MP-BGP
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Control Plane

« TCP employed for transport of BGP/LDP

— Makes session vulnerable to many attack vectors (e.g., SYN,
RST, etc..)
— Protection?
« MD5 TCP Signature Option
« IPSEC
* Infrastructure ACLs (iACLs)
« GTSH
— |IGPs support MD5 for many functions
» Neighbor discovery & adjacency establishment
« LSA/LSP/Update authentication
» Etc..
— Control Plane Policing

« filter/limit who/what/how much can gain access to a router or switch
control plane/route processor

Apricot 2006 - Perth, Australia 10



Route Hijacking

 What is it?
— Announcing Internet address space that belongs to someone
else — without their permission
— Typically via BGP

— Result of misconfiguration or malicious intent, more often the
latter

 Why do it?
— Anonymous IP space for spamming

— Launching non-spoofed (e.g., Application Layer) attacks from
source addresses within the space

— Sharing materials anonymously

— Breaking connectivity to rightful owners of address space (i.e.,
Denial of Service)
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Route Hijacking

 Why is it possible?
— Routing on the Internet always prefer “longest match”
(most specific route) for a given destination

— No central authoritative source for who owns what
addresses, and who provides transit services for
address space owners, etc..

— As such, very little inter-domain prefix filtering, mostly
limited to customer/subscriber routing sessions (as
opposed to ‘peer’ sessions), if employed at all!

Apricot 2006 - Perth, Australia 12



Route Hijacking

 \What to do about it?

— Prefix filtering
* Need accurate central repository for route ownership data
— Internet Routing Registries (e.g., RADB)?
— Regional Internet Registries (e.g., RIPE, ARIN, APNIC)?
— Secure the routing system — hrmmm..?
« SBGP- Secure BGP
» soBGP- Secure Origin BGP

— |[ETF:
« SIDR WG — Secure Inter-Domain Routing IETF WG
« RPSEC WG - Routing Protocol Security Requirements WG

Apricot 2006 - Perth, Australia
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Route Hijacking

* NANOG 36: Short-lived Prefix Hijacking on

the Internet:
— http://www.nanog.org/mtg-0602/pdf/boothe.pdf

 “Result: between 26 and 95 successful prefix
hijackings occurred in December of 2005

* Note: prefix hijackings do not include events
which appear to be the result of misconfiguration
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Slammer Data Plane Impact - A European
SPs View

« Some DDOS/worms easier to detect than
others...

Traffic per UDP Port over Time
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Slammer Control Plane Impact — THE

PICTURE
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Data Plane
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Infrastructure ACLs (IACLSs)

« Simple concept: instigate policies on the network
perimeter that do not allow traffic to enter my
network if it is destined for addresses allocated
to network infrastructure devices (e.g., routers,
switches, etc..)

* EXxceptions may be required in order to permit
legitimate traffic such as ICMP Echo Requests,
etc.. (although you may desire to rate-limit this
traffic)

* Never allow packets with source addresses of
your own address space to enter your network
(could be used for control plane attacks, etc..)
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Infrastructure ACLs in Action

SRC: valid
DST: Rx (any R)

SRC: 127.0.0.
DST: any

A SRC: valid
DST: external to AS (e.g.
customer)

SRC: eBGP peer
DST: CR1 eBGP
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Infrastructure ACL Example (Cisco)

—!I Deny our internal space as a source of external packets
—access—-list 101 deny ip our CIDR block any

—!I Deny src addresses of 0.0.0.0 and 127/8
—access—-1list 101 deny ip host 0.0.0.0 any

—access-1list 101 deny ip 127.0.0.0 0.255.255.255 any

—! Deny RFC1918 space from entering AS

—access—-1list 101 deny ip 10.0.0.0 0.255.255.255 any
—access-1list 101 deny ip 172.16.0.0 0.0.15.255 any
—access-1list 101 deny ip 192.168.0.0 0.0.255.255 any
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TTL Security Hack

Formerly known as BTSH (BGP TTL Security
Hack), then GTSH (Generalized TTL Security
Hack), and finally, GTSM (Generalized TTL
Security Mechanism)

Defined in RFC 3682

Can be performed in hardware data path (in
forwarding ASICs)

Initially applied to BGP, but can be employed for
any |IP-based protocols

Exploits routers native TTL decrement behavior
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TTL Security Hack

Protect peers from muilti-

Transmits all

hop attacks packets with
Routers are configured to Doesn'taccept | O 20
transmit packets with TTL packets with

of 255 and reject refceived e

packets with TTL of < 254

Removes possibly of O P— ,OB
injected packets affecting A eBGP
session \
Applied on external BGP

peerlng sessions where Packets generated

ACLs couid not be s o)
applied TTL > 253
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Ingress Filtering

RFC 3704/BCP 84 updates RFC 2827/BCP 38 - mitigate
address spoofing and packets destined to bogon space

Employ packet filtering mechanisms such that
subscribers/customers are only allowed to source
packets from addresses which they’'ve been allocated —
apply filters as close to the edge as possible, filter as
precisely as possible

Extremely difficult to maintain filters for customers with
large numbers of routes

Rarely applied to “peers” on the Internet, per ACL
generation is extremely difficult and hardware would be
required to support hundreds of thousands of filters

Removes plausibility of spoofing — makes tracing
attacks/malicious activity back to actual source much

simpler
Apricot 2006 - Perth, Australia 23



Ingress Packet Filtering

ISP’s Customer Allocation Block: 96.0.0.0/19
BCP 38 Filter = Allow only source addresses from the customer’s 96.0.X.X/24

96.0.20.0/24

Internet

96.0.18.0/24

Filter Applied on
Downstream
Aggregation and NAS
Routers
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What's in a FIB?

* FIB == Forwarding Information Base (i.e.,
forwarding table)

» Correspondingly, RIB == Routing
Information Base (i.e., Routing Table)

Apricot 2006 - Perth, Australia
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Conceptual Router Architecture
(RIBs & FIBS)

Input Policy Engine

l

BGP Decision
Algorithm

Output Policy Engine

Ly

Adj-RIB-Out

Adj-RIB-Out

Adj-RIB-In +

. Loc-RIB
Adj-RIB-In + o ey
Adj-RIB-In +

Adj-RIB-Out

SHcRBN

Connected RIB /

Route Table Manager

(sh isis route)

IS-IS OSPF
LSDB LSDB
SPF SPF
| |
IS-IS RIB OSPF RIB

(sh ospf route)

/

i‘iDistance/Weight Applied

IP Routing Information Base - RIB
(sh ip route)

T

IP Forwarding Information Base - FIB
(sh ip cef)

A
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RIB/FIB Generation

Shortest Path First (SPF) algorithm ran on Link State Database
(LSDB) to determine next hop node to reach each destination for
link state protocols (e.g., IS-IS or OSPF)

BGP only [typically] installs a single best path to any given
destination, even if multiple paths are presented via Adj-RIBs-In.
BGP [typically] only advertises a single best path for each reachable
destination prefix.

RTM applies local weights that result in routes from different
sources having varying degrees of preference (e.g., connected ->
static -> IS-IS -> BGP). Only a single route is typically installed in
RIB — even if multiple paths exist!

RIB contains route origination information that is not necessary in
FIB (e.g., route came from IS-IS, has weight of n, etc..)

FIB is in essence a subset of RIB, but contains next hop forwarding
information (e.g., next hop Link Layer address, such as Ethernet
MAC address). FIB is akin to CEF table in Cisco-Speak..

FIB-based forwarding can be performed locally, or FIB can be

distributed to linecards to perform distributed forwarding functions
Apricot 2006 - Perth, Australia 27
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URPF

* Traditional Unicast Reverse Path
Forwarding (RPF)
— RPF functions akin to that of multicast RPF-
based forwarding; forward packet only if

received on preferred interface from which
source address is considered reachable

— Works fine for unicast I[F multiple paths don't
exist
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Strict uRPF Check

ip verify unicast reverse-path
ip verify unicast source reachable-via rx

|2

ilf3 ilf3

S ->ilf1 S > ij/f2
Other ilf:

Drop ¥
30

Same i/f:
Forward
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Effects of Asymmetric Routing

« Traditional uRPF becomes problematic if
asymmetric routing is possible

« Packets received on interfaces that aren’t the
preferred interface associated with reaching the
prefix listed in the source address field of the
packet — the packet will be discarded

* Dense interconnection models and multi-homing
on the Internet therefore make “strict mode”
URPF problematic
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“Loose mode” uRPF

Remember those different types of Internet
Address Spaces...”?

Let's at least nuke packets sourced from bogon
address spaces — i.e., If NO FIB entry exists for
the address prefix from which the source of the
packet is defined, discard the packet

If ANY FIB entry exists, regardless of the ingress
interface, forward the packet — perhaps
encouraging spoofing of addresses that are
routed on the Internet?
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Loose uRPF Check

ip verify unicast source reachable-via any

Not in FIB
or route > null0:
Drop
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MIT ANA Spoofer Project

* http://momo.lcs.mit.edu/spoofer

« ~23% of observed netblocks corresponding
to ~24% of observed ASes allow spoofing

Netblocks IP Addresses Autonomous Systems

SpQofable Spofable
30 A8192
) )

UnSpoXfable UnSpogfable
Estimated Estimated Estimated
51760 out of 168868 465 million out of 1.59 billion 5900 out of 18009
Netblocks Spoofable 1P Addresses Spoofable ASes Spoofable
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DDOS Traceback

Apricot 2006 - Perth, Australia

35



—_—
o ol

* Operators Surveyed
o on

Attack Detection Capabilities

Network Operator Detection

Capabilities

NN
o On
|

RS

Type of Detection and Traceback
Mechanism Employed

I Commerecial

M Customer Calls
[1In House
1Open Source

H Manual

Most operators had some
commercial tools in place,
though not covering the
entire network perimeter

Most provided employed
multiple mechanisms for
attack detection

ISPs in wholesale/transit

mostly rely on NOC trouble
tickets (i.e., customer calls)

Apricot 2006 - Perth, Australia

36



Traceback

Traceback to ingress network perimeter

rIManual
« Packet filters (ACLSs)
« [P accounting
« Disable interfaces

=@Backscatter

EQ@Packet/CEF (Cisco Express Forwarding)
Accounting

EDNetFlow/JFlow/sFlow/IPFIX

Apricot 2006 - Perth, Australia
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Traceback: Manual

o Steps
— Began with classification ACLs and counters at network egress
to customer
— Filtered attack traffic as it was destined for customer premise

— Manually traced back through the network, hop-by-hop, interface
by interface (automated with ACL scripting tools; l.e.,
dostracker.pl)

— ACLs applied at network ingress to drop traffic destined for
victim IPs

« Limitations
— Error-prone
— May impact service availability

— Tedious & Very time consuming; especially for well-distributed
attacks

— Fully characterizing and accounting for full impact of attack is
still unlikely Apricot 2006 - Perth, Australia 38



Traceback: Manual

Peer A

> W
A ‘}"}‘ \ Peer B \ .

’ ?’ a’ E
ite)
> —h . ==
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Traceback: Manual

Classification ACL (cACLs) applied to customer interface:

access-list
access-list
access-list
access-list
access-list
access-list
access-list

101
101
101
101
101
101
101

permit
permit
permit
permit
permit
permit

permit

icmp any any echo

icmp any any echo-reply
udp any any eq echo

udp any eq echo any

tcp any any established
tcp any any range 0 65535
ip any any

interface serial 10/1/1

ip access-group 101 out

Once attack type is classified, Traceback ACL (tACLs) applied to

router# sh ip access-list 101
Extended IP access list 101

permit icmp any any echo (2 matches)

permit icmp any any echo-reply (2171374 matches)

permit udp
permit udp
permit tcp
permit tcp

any any eq echo

any eq echo any

any

any any (15 matches)

permit ip any any (45 matches)

any established (150 matches)

egress then subsequent upstream interfaces back towards network
ingress

access-list 170 permit icmp any any echo-reply log-input

access-list 170 permit ip any any

interface serial 10/1/1

ip access-group 170 out

router# sh log

%$SEC-6-IPACCESSLOGDP:

*HDLC*) -> 192.168.1

.1

%$SEC-6-IPACCESSLOGDP:

*HDLC*) -> 192.168.1

.1

%$SEC-6-IPACCESSLOGDP:

*HDLC*) -> 192.168.1

.1

%$SEC-6-IPACCESSLOGDP:

*HDLC*) -> 192.168.1.

1

%$SEC-6-IPACCESSLOGDP:
*HDLC*) -> 198.168.1.1 (0/0), 1 packet

Apricot 2006 - Perth, Australia

list 170 permit icmp 1.
(0/0), 1 packet

list 170 permit icmp 2.
(0/0), 1 packet

list 170 permit icmp 3.
(0/0), 1 packet

list 170 permit icmp 4.
(0/0), 1 packet

list 170 permit icmp 5.

(Serial0/1/1
(Serial0/1/1
(Serial0/1/1
(Serial0/1/1

(Serial0/1/1
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Traceback: Flow-based

Trace attack by matching fingerprint/signature
at each interface via passive monitoring:

— Flow data (e.g., NetFlow, cflowd, sFlow,
IPFI1X)

— Span Data

— PSAMP (Packet Sampling, IETF PSAMP
WG)

Number of open source and commercial
products evolving in market

Non-intrusive, widely supported
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Flow-based Detection

e Monitor flows (i.e., Network and Transport Layer
transactions) on the network and build baselines
for what normal behavior looks like:

e Per interface
e Per prefix
e Per Transport Layer protocol & ports

e Build time-based buckets (e.g., 5 minutes, 30
minutes, 1 hours, 12 hours, day of week, day
of month, day of year)
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Detect Anomalous Events:; SQL
“Slammer” Worm

peakflow|DoS

Recent A lies : Anomaly 125772 : Detailed

Statistics 11:51:49 EST 27 Jan 2003| ARBOR
[ staes | Topology | Ongoing | Recot | DarkiP | Admin | Abowt |

Help

D Importance S ity i Directi Resource Start Time End Time Class Subclass Action

High
125772 958.2% of 3.40 Kpps 09h 06m 47s Qutgoing 1
r mem

00:33:27 EST 09:40:14 EST
25 Jan 2003 55 Jan 2003 Profiled UDP Pratocol Anomaly Report

pps of net8 for anomaly 125772

‘Anomaly 125772 Detailed Statistics Sample [sammary @050 %] | Go
40
30k
&20 K
10 k
Route Instahilitu auver Time
A reres u Traffic per UDP Port over Time
2 120 k — su
ol ¥
E 400 K
Affected Network Elements + 100 kA
Router net8 1.2.3.4 X 300
£ 80 kA
Bitrate § alL
Packet Rate b
Yy 60 ko 1 A0
Summary | Source Addresses | Destination Addresses | Souf § )
Summary of all Data Snapshots Colled 2 L
£ 40 kA N
x i
<4 g =100 ¥
Summary | Source Addresses | Destination Sddress 4 @ 20 K N
Source Addresses 5 g -z
Network / Mask ‘g . = r - - v P e N .
192.168.20.217/32 = Tue 0121 Hed 0122 Thu 0123 Fr
192.168.18.187/32 ~——— CHCGILDTGROO-ANN —— CHCGILDTGROO-WITH — "
Sunnt| 52 = Destination Acdresses | 2 —— CHCNIL23GRO1-ANN  —— CHCNIL23GRO1-WITH .
Restinatoniicdiesses CLGRAB21RRO1-ANN  —— CLGRAB21RRO1-HITH
=600 Tue 01,21 Hed 01,22 Thu 01,23 Fri 01,24 Sat 0125 Sun 01,26 Hon 01,27
I rtpireal-audio) (69703 B rs-5q1-mC1434) Il (Fragment) C0) [ domain(53) [ HalfLifeServer(27015)
[ netbios-ns (1377 I 6257 I 25000 I 41170 [ UPnP-or-come lex-main(S000)
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Flow-based Detection (cont)

* Once baselines are built anomalous activity can
be detected

— Pure rate-based (pps or bps) anomalies may be
legitimate or malicious

— Many misuse attacks can be immediately recognized,
even without baselines (e.g., TCP SYN or RST
floods)

— Signatures can also be defined to identify
“interesting” transactional data (e.g., proto udp and
port 1434 and 404 octets(376 payload) == slammer!)

— Temporal compound signatures can be defined to
detect with higher precision
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Flow-based Commercial
Tools...

Anomaly 150228 Get Report: _PPF | XML
ID Importance Duration Start Time Direction Type Resource
High , _ . Bandwidth | Maerosoft
150228 130.0% of 2 Kpps 17 mins 03:34, Aug 16 Incoming (Profiled) :;L_x 7.46.0.0/16
Traffic Characterization . pps of affected elements for anomaly 150228
Sources  204.38.130.0/24 _— B__Biﬁ_;_/_.a_,_,q}: o 4 q
204.38.130.192/26 2 K] - D ‘
1024 - 1791 2 45 ke
« o]
Destination 207.46.248.234/32 1 k4 >
80 (http) 0.5 k-
Protocals |tcp (6) T T T T T YT e A
TCP Flags 'S (0x02) . . v
- nl-chi3 - 67 <--- nl-chi3 - 67 expected
Affected Network Elements Expected Observed bps  Observed pps
Importance PpPSs Max Mean Max Mean
Router nl-chi3 198.110.131.125 High
Intaitace 67 at=1/1/0.14 26 832K 563.1K 26K 1.7K | Detals
pve to WMU

Anomaly Comments
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Commercial Detection
A Large Scale DOS attack

3 [Peakflow DoS - BETWholesale]: Anomaly 14957 = Microsoft Internet Explorer provided by BT Configuration D - |8 x|
File  Edit  View Favorites  Tools  Help |-

Anomaly 14957 Information

10 Impaortance Severity Duration Direction Resource  Start Time Eni Time Class  Subclass

M-bt.n:t— P

FastEthernets/1 21,0523 BET 23:.09:41 BST

.1/32 15Jun 2003 15 Jun 2003 Misuse Fragmentation
Anomaly

14957 102 759.0% of 200.00 Kbps 02h 04m 185 Incoming

DTnet-Core

bps of affected elepcnts for anomaly 14357
SE0 H
500 1 ml
250 N
w 200 H
Zumon
ton n
S0H -
o .
ZLingien 2zi0m00 22108 2y Lacon
LY
O eorel=balehouse coral=talehsuse expaciad W gdme l=belehouse = 2 serel=telehsuse = 2 aupacied
—% geral-talahours - § oo meral-talehouss - & expected - corsl-talohowss - 15 oo meral-talehouse - 15 ewpactad
- corel-telahouse - LT oo cepel-telehouse - 17 ewpected - cosel-telehowse - 27 - copel-telehowse - IF expected
corel-belehiare - 49 corel-telehouse - 49 expectad —4- oseel-telehouse - 51 corel-telehsise - Bl expeated
dpans ik I-ealing bronsitl-caling expecied i Apana ik l-ealing = brapsitd-galing = 4 expesied
trancifi-saling = 5 trampiti-saling - 5 axpacted i tranziki-aaling = 20 tramcitl-saling - 20 axpactad
transit l-zaling - 21 tronsitl-ealing - 21 ewpactad — transiti-zaling -eee brorgiti-eeling awpected
< transik-zalirg - 4 coos brongitZ-caling - 4 expected 4 corel-be lehiouse core-telehouse expected
Ei= coreZe=belehouse = 3 soreletelehsuse = 2 enpecled e corelebelehouse = 5 soreZadelehsuse = 5 expecied
e gompl-bolahouss = & coos moraetalabsugs = 6 axpactad —§= comel-talohours = 9 seas moral-talahcugs = ¥ axpactod
corei-helahouse - 11 core-telebouse - 11 empectad —— corel-telohoure - 34 --oo coreZ-telehouse - 3 expected
corel-belehouse - 3% corel-telebouse - 25 expectad —4— transitl-ildoed -eeo hronsitl-ilford expected
P Aransibi=ilieed = 2 bronsill=ilfard = 2 expecled Aransibi=ilderd = 3 brans idd=ilfard = 3 expecled
trangib f-ildcrd - 4 trompitl-ilford = 4 expacted —#- tranciti-ildced = 5 cves branpitl-ilford = B axpacied
Affected Network Elements
Router core1-telehouse (195.99.120.112) | High
Expected Difference Maximum Mean
Bitrate 326.28 Mbps @ 21:14 116.31 Mbps
Packet Rate 31.30 Kpps 500 pps 30.86 Kpps 41658 Kpps i 2014 11.36 Kpps

Interface 2 POS410 (FXCC200030 STM-16 direct fibre (not SDH) link to corel.ealing PO) Maximum Mean
Bitrate 8784 Whbps @ 21:15 | 27.17 Mbps

Packet Rate BET Kppsi® 2115 0 272 Kpps | =
Kl | v 46




Traceback: Commercial

PDF | XML

Anomaly 150291 GetReport: —— | ="~ |

1D Importance Duration Start Time Direction Type
High X Protocol TCP
150291 124.6% of 40 Mbps 19 mins 09:16, Aug 17 Incoming (Profied)
Traffic Characterization bps of affected elements for anomaly 150291
Sources 126.165.56.151/22 ot
69.1.194.74/22 QIR
0-4095 W
20 M4
1409 (here-Im) 10 H
Protocols tep (6) 4 i i & P " . " 4 2 i ; i A '|
G100 09:20:00 09:22:00 09:24:00 09:26:00 09:23:00 09:30:00 09:32:00 09:34:00 09:36:00 09:33:00
TCP Flags AP (0x18) A (0x10) BF
~£3- michnetd ---- michnetd expected ¢ aal
- aal expected —&- michnetd - 145 ---- michnetd - 145 expected
—#- aal - 33 ---- aal - 33 expected - michnetd - 146
- michnetd - 146 expected —é aal - 39 ---- aal - 39 expected
aal - 43 aal - 43 expected —#- aal - 63
- aal - 63 expected michnetd - 127 michnetd - 127 expected
Affected Network Elements Expected Observed bps Observed pps
Importance bps Max Mean Max Mean

Router michnet8 195.108.90.125 High 7.2M 49.9M 38.7M 53K 4.2K Details
Interface 127 ATM1/0.27-aal5 layer 195.108.22.181 ; 3.3K 12K 5 2.4 Details
P la RLPORTT . . :

Interface 145 GigabitEthernet5/0.22 - 802.1q vlan subinterface 195.105.22.152 ) 38.4 M 258M 3.7K 2.6K Details
wan la Afch8in : . : :
Interface 146 GigabitEthernet5/0.24 - 802.1q vlan subinterface 195.105.22.245 ) 16.6 M 12.8M 18K 16K Details
CHI-ANN Gin : : : :

Router aal 195.105.90.21 High SAM 44.4 M 36.6M 45K 3.8K Details
Interface 38 s0-0/2/0.1 192.122.182.9 ) 34.0M 24.0M 3.0K 2.2K Details
pwe a Abilene Indanapals : : : :

Interface 39 50-0/2/0.2 62.149.0.186 . 13.9M 11.6M 13K 11K Details
pwe ta Qwest Chicaga ) ) ! '

Interface 43 s0-1/0/0.0 208.172.10.128 ) 16M 959.6 K 600 408.8 Details
0CJ ta CLW [Chicaga) ) ! '

Interface 63 ge-0/1/0.11 195_105.90.17 ; 411.5K 56.9K 83.3 41.7 Details
swan la Camcast : : : :
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Commercial Traceback: More Detall

3 [Peakflow Dos - ETWholesale]: Recent Anomalies : Anomaly 14957 : Detailed Statistics - Microsoft Internet Explorer provided by =8| x|

Fle  Edit  Wiew Favorites  Jools  Help |-
=

Anomaly 14957 Detailed Statistics Sample [7@ 2174 5l
[1] Importance Severity Duration Direction Resource Start Time  End Time Class  Subclass
bt.net= P
. FastEvhernetS/1 21:0523 BST 23.09:41 BST , .. "
105,759 0% of 300,00 Kbps 02h 0dm 185 Incoming AR /52 15 Jun 2003 15 Jun 2003 Wlisuse Fragmentatic
BTnet-=Core Anormaly
.| bps of corel-telehouse For anomaly 14957
HES ==
3001 T ;'_'
Fawn f F aye !
lr il ] gl P Bl By ﬂ;l"-.' B e s Ba g B EePE B
140 H m e T iy e i = ok e S -E'Li‘!l' 'U“'":Jr-z_:-c-r:l.ﬂ.J
| | Bl —
o
gi?ﬂﬂ:lﬂ 2iriozin 2lrdoreg =3 BRI T 2140208 21250208 b IHLT PR HT ] 2222000 Feet T HI T Q4 bz00 FrH-t HT 2dz0drnd
L3
- empected
Affected MNetwork Elements
Router core1-telehouse (195.99.120.112) | High |
Tri i Maximum Mean

326.28 Mhps @ 21:14 326.28 Mhps

Bimrate

Packet Rate 31.38 Kpps A00 pps 3086 Kpps 31.89 Kpps @ 21:14 31.59 Kpps
Summary | Source Addresses | Destination Addresses | Source Pords | Destinsfion Ports | Profocols | Outout Interfaces | Input Interfaces | Generste Fiter
Snapshot for this Router at 21:14 collected for 60 seconds:
Bytes Packets Bytes/'Pkt bps Pps
245 GB 1,895,200 1.29 KB 326,28 Mbps 31.89 kpps
SUmmaETY | Source Addresses | Destinglion Addressas | Source Pors | Destinglion Ports | Profocols | Do Inferfaces | Input Interfaces | Genersle Fiter
Source Addresses B
Network / Mask whytes Packets Bytes/Pkt bps Pps wi hps E

BN AQ kdlkne 577 nne 14 84

Wﬂn AER T4 hARE AAE 4NN 131 WA | i
Apricot 2006 - Perth, Australia

48



DDOS Mitigation Techniques
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Potential Mitigation Options

Do Nothing

Actively respond:
Packet filters (e.g., ACLs) or rate-limit (e.g., CAR)
2@ BGP remote-triggered drop
« Blackhole (dst == Null O/discard interface)
 URPF loose check (src == Null O/discard interface)

» Customer-performed
« FLOW _SPEC

=D Intelligent filtering (e.g. divert to CloudShield, Cisco Guard)
Peer/upstream filtering
4@ CPE filtering firewall, IDS or similar
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Most Common Mitigation Approaches

UMich/Arbor Survey of 40+ tier1/tier2 ISPs
Most common approach is to BGP null-route destination

BGP destination more scalable than ACLs and most common mitigation
approach

Primary Mitigation Methods

| I I I
ACLs |

BGP Blackhole Routing |

Source-bassed Blackholing |

Mitigation Technique

Intelligent Filtering |

Other

0% 10% 20% 30% 40% 50%

Operators Surveyed
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Mitigation Issues: Avoid Collateral
Damage

Peer A

IXT-W
s \ Peer B \
\

e I

o<
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Blackhole Routing

Blackhole Routing or Blackhole Filtering results in
packets being forwarded to a router’s bit bucket, also
known as:

— Null interface
— Discard Interface

Initially worked only based on |IP destination address, per
it's exploit of a router’s forwarding logic (can work based
on source as well w/uRPF)

Typically results in desired packets being dropped with
minimal or no performance impact

At any given time, tier-1 providers average 500 active
BGP null routes
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Exploits Forwarding Logic

Packets Egress

Ingress Packet
Arrive Filter Interface

Null0/Discard

* Forward packet to the Bit Bucket ﬁ

« Saves on CPU and ACL
processing

Apricot 2006 - Perth, Australia
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Blackhole Routing

Advertises
List of Black
Holed
Routes
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Blackhole Trigger

» Select a small unused block (e.g. TestNet
192.0.2.0/24)

» Configure static route with TestNet to Null
0 on every router

* Prepare BGP speaking router to act as
trigger device (next slide)

Apricot 2006 - Perth, Australia
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Blackhole Trigger Configuration

Redistribute router bgp 65501
Static with a |
route-map .
redistribute static route-map static-to-bgp
!
. Set BGP
route-map static-to-bgp permit 10 NEXT_HOP to
Match N the Trigger
|:Route Tag match tag 66

set 1p next-hop 192.0.2.1

set local-preference 50

set community no-export \EsetLOCAL_PREFj
set origin 1igp

|

route-map static-to-bgp permit 20
|

ip route 192.0.2.1 255.255.255.255 null O
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Blackhole: Community Based Trigger

« BGP Community-based triggering allows for more granular control
over where you drop the packets.
« Examples of flexibility
— Community #1 can be for all routers in the network.

— Community #2 can be for all peering routers. No customer routers —
Preserves customer-customer connectivity if the victim is within your
AS.

— Community #3 can be for all customers (e.g., to push a inter-AS
traceback to the edge of your network).

— Trigger Communities per ISP Peer can be used to only black hole on
one ISP Peer’s connection. Allows for the DOSed customer to have
partial service.

 Three parts to the trigger:
— Static routes to Null 0 on all the routers.
— Trigger router sets the community and advertises the BGP update.

— Reaction Routers (on the edge) matches community and sets the
next-hop to the static route which maps to NullO.
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Customer Initiated Mitigation

« Several providers accept more-specifics of
customer routes with destination-based
BGP blackholing community attached

* No source-based blackholing

* Only accept more-specifics of customer
prefixes
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BGP FLOW SPEC

« Use BGP to specify explicit Network & Transport Layer filters
 Basic idea:

Us BGP to distribute more specific information about flows
beyond destination and/or source address

A flow specification is an n-tuple consisting of several matching
criteria that can be applied to |IP packet data.

May or May not include reachability information (e.g.,
NEXT_ HOP).

Well-known or AS-specific COMMUNITIES can be used to
encode/trigger a pre-defined set of actions (e.g., blackhole, PBR,
rate-limit, divert, etc..)

Application is identified by a specific (AFI, SAFI) pair and
corresponds to a distinct set of RIBs.

BGP itself treats the NLRI as an opaque key to an entry in its
database.
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Some Good Resources

http://www.securite.org/presentations/ddos/COLT-SwWiNOG9-ExpDDoS-NF-v1.ppt
http://www.securite.org/presentations/secip/SWiNOG7-iSecurityDDoS-v101b.ppt
ftp://ftp-eng.cisco.com/cons/isp/security

http://arbor.net

http://www.nanog.org
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Infrastructure Security Survey
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Background

Earlier this year a survey was conducted among network
security operators

The survey was targeted at obtaining an understanding
of some of the operational security aspects occurring in
large Internet networks today

36 network operators responded to the survey - some
responses were, hrmm.. less than trivial to parse

The survey was composed of 32 multiple choice and free
response questions

The findings of this survey are reflects in the following
slides
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Respondent Distribution

-

Network Type
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I Tier 1

[ Tier 2

[o Large Content

[o Larget Hosting

[m Large Enterprise

B Research & Academic
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Primary Threat Concerns

Top Single Threat Top Two Threats

; Compromise .:| | | L BGP F——1
§ DS Poisoning | | ¢ Compromise [
> ] | | ?_, DNS Poisoning
g Worms ] o 1
= ] = Worms |
: L £ ] | | |
- DDOS I = DDoS .

! ! ! ! ! ! ] ! #

0% 10% 20% 30% 40% 50% 60% 70% 0% 20% 40% 60% 80% 100%
Survey Respondents Survey Respondents

DDOS was top concern, with worms coming in second
eImplicit DOS impacts of worm more concerning than worm

payload itself

*BGP vulnerabilities weren't listed as anyone’s top concern
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Attack Vectors

 While TCP SYN and
UDP flooding “brute-
force” attacks were
most commonly

‘ Dagf;sgugr observed actionable
@ o0 attacks, more

Primary Observed Attack Vectors

9%

o sophisticated attacks
91 such as multi-modal

and Application Layer
attacks were reported

as well
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Customer Impacting Attacks

Customer Impacting Attacks

m

Attacks Per Month

Apricot 2006 - Perth, Australia

* An average of 40
actionable
customer impact
attacks per
month were
reported
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Infrastructure Impacting Attacks

Infrastructure impacting
attacks were far less
common, on the order

of 1-2 per month on 9 70%-

average § o
These attacks were 5 W

both directly at the o
infrastructure, as well ¢ 20,;
as a result of collateral {,,
damage from customer 3

attacks

Apricot 2006 -

Infrastructure Impacting Attacks

I —— |

Attacks Per Month

Perth, Australia

m

1500+
100-500
1110100
[TLess Than 10
l None
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Largest Attacks Observed

« Attacks greater than 10

Largest Observed Attack Size Gbps sustained

- bandwidth were
gggf reported
W wastilonts]  » Not a large differential
£ o MEver in largest attack ever v.
¥ir=-mil § _I_ h__.: largest in past six
" eGops MiGhps SMs- 100 <I00Mbps months - perhaps

fGops  500Mops indicative of worsening

Attack Size pr0b|em
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Attacks Reported

to Law

Enforcement

Of actionable attacks, only

~1.5% are reported to law

enforcement agencies

Some of the reasoning provided:

Jurisdictional issue

Attacks Reported to Law Enforcement

Online gambling techniquely

illegal is US

IRC users unloved

Customer profiles - they don't
want attacks recorded 10+

Lack of evidence and
forensics data

Large amount of uncertainty

from legal department
Apricot 2006 - Perth, Australia

Survey Respondents

1t0 10 None
Number Reported In Past Six Months
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Botnet Observations

* No noticeable trends in sizing of botnets from
respondents - although attacks are appearing to be
better organized

 Few reported any tools track botnets

* One provider indicated that the botnets appeared
smaller, but much better organized. This provider
described large pools of “reinforcements” that joined the
attack as the provider initiated different mitigation efforts.
Another provider described armies comprised of
“divisions” of smaller groups, noting: “the little bastards
appear to be learning actual military tactics.”
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DDoS Overview: What is Under
Attack?

* Most frequently attacked sites include:
— |IRC servers
— Gambling, especially offshore
— Porn sites
- Additional survey reports included: ==
— Residential users
— Web hosting
— The Chinese
— RIAA related sites

Apricot 2006 - Perth, Australia
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Security Teams

Quite a variation in size and reporting structure for security teams
across respondent organizations

Some tier-1s had dedicated infrastructure security teams of as many
as 9 full-time employees, others had only 2-4, many of whom were
also responsible for backbone engineering functions

Residential broadband and dial-up providers seemed to have the
largest security-related organizations

Across all respondents, approximately 50% of the security teams
were part of network engineering, 25% were part of operations, and
25% were an independent entity

Some respondents privately complained that the design/architecture
teams have no responsibility for the edge and beyond
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Social Engineering

» Large European provider had internal tiger
team successfully phish
security/authentication information from

NOC
« Social Engineering will always be a factor
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Conclusions....

DDOS is still the primary concern for network
security operations

Brute-force attacks most popular and clearly
effective

Detection and mitigation mechanisms need to
improve and be deployed ubiquitously

Until miscreants are prosecuted it's unlikely
things will get better

Tools and staffing are a major factor in operator
response capabilities
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About the Survey

Plan to conduct bi-annually

Thanks to all those that responded or
reviewed the results

Hope to get more details and pose less
ambiguous questions in future revisions

Full survey report can be found here:
— http://www.arbor.net/sp_security report.php

Apricot 2006 - Perth, Australia
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Thanks!

Apricot 2006 - Perth, Australia
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Internet Motion Sensor

Backscatter Analysis

For more information on the Internet Motion Sensor:
http://ims.eecs.umich.edu ims@umich.edu

Apricot 2006 - Perth, Australia
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IMS Overview

DDoS Zombies r
DDoS Victim Spoofing Random r -
- Source IPs

‘\/

Backscatter

y, Worm/Bot

Unused
Address ‘.évs S Infected Host
Block Wma” '
Misconfigured
Server

* Much of this non-productive traffic is
observed by unused addresses

Apricot 2006 - Perth, Australia
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Internet Motion Sensor

The Internet Motion Sensor monitors almost 100
darknets globally:

— Deployed at Tier 1 ISPs, Large Enterprise,
Broadband, Academic, National & Regional ISPs

17,096,192 |[Ps monitored
1.15% of routed IPv4 space
31 /8 blocks with an IMS sensor

21% of all routable /8 blocks have at least one
sensor
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About that Backscatter?

* One method of quantifying spoofing is to

analyze backscatter data:

DDoS Victim
DDoS Zombies

spoofing random
source IPs

Darknet
Sensor

e Address Block -
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How much backscatter?
About 3,000,000 packets/hour on a /8

d d rkn et' Number of Spoofed Backscatter Packets Per Hour over 1 Day

Internet Motion Sensor - /8 Darknet

5.0 M T : T : T : T

45M

4.0M

35M

3.0M

25M

20M

Packets Per Hour

1.5M

1.0M

500.0k

1 l 1 l 1 l 1 ] 1 ] | I 1 ] 1 I 1 l 1

0.0
2006-01-23 2006-01-23 2006-01-24 2006-01-24



What kinds of spoofing?
 Dominated by spoofed TCP:

TCP

ICMP

‘DP
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What kinds of spoofing?

* Dominated by spoofed SYNSs:

|

A1dIHOHDT diDI

1 1HOd HOWIENN dDI

: - Ad3HOIHI din

1 A7d3™OIYl dinDI

1 ATdIEISTIN dNDI

1 A1d3HdWVLSL dinDI
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Top 10 Ports Targeted by Spoofed TCP SYNs:

TCP
Port Service Packets
30 HITP (Hyperrlext Transier 38805062
Prnfnrn])
W32 .Gaobot, Spyboter,
7000 W32 .Mydoom, W32.Mytob 2342659
6904 - 919211
300 - 828651
100 -~ 757745
25 SMTDP (SlIT]leJ.e Mail Transier 563894
rn+nhn1)
6000 X11 - X-Windows 480937
3389 | Microsoft Terminal Server (RDP) 391371
22 SSH 161991
7777 cbt / Oxaicol 2061 IPEEN, Setrater 155682 85




Data Plane Filtering Issues

Capabilities of linecard, router or switch impact where and what can
be filtered

— Number of ACLs severely constrained (e.g. at most 1K and usually in the
100s)

— ACLs may impact forwarding performance (element specific as possible)

— Flexibility of filter language
* Usually IP 5 tuple
* E.g., Juniper supports packet length
Related issues:

— Seql;ence of filters may impact performance (higher hit counts earlier in
path

— Configuration management (humans prone to error (e.g., employ tool or
rancid)

— Impact of installing ACLs (e.g., application forwarding hit, recompilation
to take effect, etc..)

— Many ACLs do not filter fragments
— Avoid collateral damage
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